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» Boost of grid computing activities of GoeGrid
through extension with NHR cluster Emmy.

» LHC computing activities will be enabled for recent
and future research activities.

» The connection of the supercomputer Emmy to
GoeGrid pushes modern soft- and hardware to its
limits.
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Simulations and analyses for the CERN particle col-
lider LHC at Geneva are performed in a worldwide
computing grid (WLCG). The University of Géttingen
is an important player of the WLCG through the Goe-
Grid cluster as Tier-2 center operating very success-
fully since 2008. The highest amounts on storage
and computing power are required for this challeng-
ing project. Monte Carlo Simulations, reconstruction
of real data, calibration tasks and further individual
user jobs are computed on GoeGrid with 15,000
Cores and 3 PB of storage. Further runs like the
just started Run-3 or the start of the High-Luminosity
LHC in 2029 will demand even more resources to
be able to understand new physics processes at the
CERN Large Hadron Collider (LHC) at Geneva.

ATLAS PanDa
uuuuuu

- GoeGrid Job Conversion
+ Goegrid-HPC | PanDa to HT-Condor

GoeGrid ARC CE 1,2 HT-Condor ‘ GoeGrid Compute Nodes

(a) Scheduler GoeGrid dCache Storage
(b) Batch System
+ GoeGrid

* GoeGrid-HPC

NHR HPC System ,Emmy"
Slurm Batch System

Figure 1: Technical sketch of the connection of Emmy and Goe-
Grid.

Consequently the empowerment of GoeGrid by
additional high-performance nodes is indispensable.
The goal is to extend the GoeGrid cluster with com-
puting nodes of the HPC system Emmy and to inte-
grate them indirectly to the WLCG. In context of this
proposal the (technical) integration of the Emmy clus-
ter into GoeGrid and first (scaling) tests in context of
grid computing for the LHC are targeted.
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