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A Hybrid Massively Parallel Solver for MIPs

Hybrid Massively Parallel Mixed Integer Programming to Solve Challenging Optimization Instances

for the First Time

Y.Shinano, T. Koch, Zuse Institute Berlin

» Development of a hybrid massively parallel mixed
integer programming problem(MIP) solver.

» Solve previously unsolved challenging MIP in-
stances from MIPLIB.

The project deals with solving mixed integer pro-
gramming (MIP) problems in parallel. Many optimiza-
tion problems arising in practice are modeled as MIP,
see, e.g., [5]. A MIP is given in the following general
form:

min{cT;v:Abe,l <z <wu,z; € ZVjel} (0.1)

with matrix A € R™*", vectors b € R™ and ¢,l,u €
R™, and a subset I C {1,...,n}. The standard
algorithm used to solve MIP is an LP-based branch-
and-bound, which implicitly enumerates the whole
solution space to find an optimal solution z* that
gives the minimum value of (0.1).

State-of-the-art MIP solvers are based on the
branch-and-cut paradigm, which is a mathematically
supercharged mixture of a branch-and-bound tree
search combined with a cutting plane approach, em-
ploying a large number of sophisticated algorithms to
keep the enumeration effort small. These additional
algorithms include a large number of heuristic meth-
ods to devise primal feasible solutions, and many
cutting plane separation algorithms to increase the
lower bound value obtained by the Linear Program-
ming (LP) relaxation, see, e.g., [9].

The FICO Xpress-Optimizer features software
tools to solve linear, integer, quadratic, nonlinear,
and robust optimization problems [3l4]. The solver
uses varying techniques at different nodes of the
branch-and-bound search for diversification. It
learns from infeasible subproblems [15] and uses
Machine Learning techniques to avoid numerical in-
accuracies [1].

Tree search algorithms are generally considered
easy to parallelize. However, to the best of our knowl-
edge, there have been only two implementations of
a large-scale parallelized MIP solver that succeeded
in solving open benchmarking instances. One is
GAMS/CPLEX/Condor by Bussieck et al. [2] who
solved three models from MIPLIB2003 by a GRID
computing approach. The other is ParaSCIP [8], one

of our previous works. ParaSCIP is an external par-
allelization of the open-source solver SCIP [7] and
has been developed using the Ubiquity Generator
(UG) framework [12|14]. UG is a general software
framework to parallelize MIP solvers externally. Both
solvers use a state-of-the-art MIP solver as a black
box to exploit the latest MIP solving technology; the
tree-search-based solving process is parallelized
externally. For a recent survey about parallel MIP
solving, see [6].

This project aims to develop a hybrid, massively
parallel solver for MIP based on the (Generalized)
Ubiquity Generator (UG) framework. We had an ex-
perimental implementation to check how well Xpress
integrates within UG; we called this project Para-
Xpress [?, ?]. The result was encouraging but
showed clear room for future improvements. One
reason is that the same presolved instance, which
is a reformulated problem with a strengthened feasi-
ble region, needs to be generated each time when
a solver receives a sub-MIP. In a follow-on work,
publication in preparation, we developed a layered
presolving mechanism to overcome this shortage.
Further, we extended our implementation by a racing
ramp-up feature [9,12] . Even though the paper is
not published yet, the optimal solutions for the fol-
lowing open instances from MIPLIB2010 generated
by UG with Xpress as an underlying black-box MIP
solver are published as on the MIPLIB page.

gmut-75-50 Timber harvest scheduling model.
Solved by UG with Xpress in a 12288 core su-
percomputer run on HLRN IlI.

gmut-77-40 Timber harvest scheduling model.
Solved by UG with Xpress in a 12288 core su-
percomputer run on HLRN III.

ger50_17_trans Multi-layer network design prob-
lem using a link-flow formulation over a path-
flow formulation. A MIP start (initial solution)
was given, which was generated during UG with
Xpress development and tested in the first im-
plementation.

In June 2021, Xpress version 8.12 was published,
with many new features, which will allow us for even
more robust integration of Xpress as a MIP solver
component into the newly extended UG framework
that we develop.

We made an experimental implementation for a
non-branch-and-bound-based solver based on UG
to solve Shortest Vector Problems (SVPs) [13]. The
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Figure 1: Combining UG processes and MIP solver (here:
Xpress) threads can handle more than a million CPU cores. Ex.
80,000 (MPI processes) x 24 (Xpress threads) = 1,920,000.

implementation inspired us to build a generalized UG
which can parallelize non-branch-and-bound solvers
naturally as a single software framework. The par-
allelization of non-branch-and-bound solvers is the
focus of project bem00052. However, it has an inter-
esting side effect relevant for the proposed project
bem00058. In the generalized UG, the controller
process code of UG is abstracted, which allows UG
user to fully customize the ramp-up mechanism, dy-
namic load balancing, and other UG routines. Con-
sequently, in this project, we will by able to treat
the underlying MIP solver completely as an inter-
changeable black-box while still exploiting its full
functionality.

This project aims to (further) develop the paral-
lel MIP-solver-based UG to handle over 1,000,000
CPU cores to solve other notoriously hard MIP in-
stances to optimality. The key point addressed in this
proposal is how to combine UG’s external paralleliza-
tion with the internal parallelization of modern MIP
solvers (note that SCIP is only single-threaded). See
Figure [1]for the principal design. We will implement
several parallelization schemes for the algorithms
and a new ramp-up mechanism. Those that are al-
ready implemented will be scientifically evaluated for
the first time. After implementing and testing all of
the proposed features, the results will be published
in peer-reviewed international journals. We believe
that this project will serve as a flagship for the effi-
cient solution of MIP by using supercomputers.
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